The Impact of Network Architecture in Cluster Parallel Algorithms Design: Matrix Multiplication on Infiniband
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Abstract. Ethernet has been a standard technology used for cluster interconnection, which is based on a shared bus. This technology impacts in some way the kind of messages used for parallel algorithms optimization on clusters: point to point messages are only used when necessary since collectives communications (broadcasts, more specifically) are more efficient. The emergence of Infiniband as network technology for interconnecting nodes provides better bandwidth and, also, changes the topology of the network: it is based on serial point to point links connecting nodes. Thus, algorithms can use point to point messages without penalizing efficiency. Furthermore, point to point links suggest changes in the scheduling of the parallel tasks for parallel performance optimization. This paper shows of experiments measuring two matrix multiplication algorithms, one using broadcast communications and another using point to point communications, both running over the two kind of networks and the impact on the scheduling policies.

1 Introduction

Interconnection network technology has been focused on performance since many years ago, and has introduced strong changes compared to the standard Ethernet interconnection network. In some way, Ethernet has survived in the clusters high performance arena due to low cost and extensively used layer 2 switching devices. Infiniband is one of the relatively new interconnection networks, on which the basic hardware architecture is serial point to point instead of the classical Ethernet shared bus [12]. Given the focus on optimization in high performance computing, the underlying interconnection network necessarily has some impact on parallel algorithms design. More specifically, clusters are made up of high performance desktop computers interconnected by a high performance local area network and parallel algorithms tend to take advantage of available computing power as well
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as avoiding performance penalties of communication architecture. And parallel algorithm design is influenced by both of this performance oriented guidelines.

Ethernet interconnection networks are currently widely spread out on clusters used for parallel computing. This interconnection technology in some way induces the broadcast communications, since it is expected a priori that broadcast communications have the best implementation (from the point of view of performance). On another hand, Infiniband necessarily induces point to point communications, since the interconnection technology is based on point to point physical links. Also, broadcast communications are expected to be penalized on Infiniband from the point of view of performance. This paper is focused on analyzing the parallel algorithms efficiency on clusters, where parallel algorithms can be based either on broadcast or point to point communications. Two clusters are used for relative performance comparison: an Ethernet cluster and an Infiniband cluster. MPI (Message Passing Interface) is used for algorithm implementation, given its wide acceptance in the parallel high performance community on distributed memory parallel architectures [13]. The matrix multiplication problem will be used as representative of the linear algebra applications, since it has strong and well defined computing requirements and, also, provides a fair and well known problem for performance comparison [14].

In general, algorithms performance will be analyzed from the point of view of the communication as well as computing patterns. Broadcast communications lead to a pattern where every process computes on local/owned data and “shared” or “common” data (sent/received via a broadcast message). On point to point based algorithms there is no idea of shared or common data, since each process computes on local data in the sense that is not shared with any other process at computing time, besides, it can be possibly received from a predefined and well known set of neighbors. The “wavefront pattern” [3], is a parallel programming pattern where data is disposed in a logical plane or space, and the computations start at an edge and advance in diagonal to the opposite edge like a wave and is the theoretical context used for the point to point algorithm implementation. The hypothesis in this paper is such that the processing sequence has to be taken into account with point to point communications. Also, the processing sequence will be defined in terms of application specific data dependence as well as computing dependency defined by the communication pattern, i.e. the data arriving from the process neighbors.

The rest of the paper is organized as follows: cluster configuration and algorithms are presented in the next section. The section 3 expose the results of the experiments. Related work and conclusions are the last sections.

2 Clusters and Algorithms

Cluster hardware presented in this section is relatively well known in general, and can be considered standard in the context of high performance computing. The cluster specification is given here just to provide the context on which the algorithms will be analyzed. However, the algorithms are not dependent on the
cluster hardware, they are just focused on performance optimization on each kind of clusters interconnection network, using either broadcast or point to point communications.

2.1 Experiments Environment
The cluster used for the experiments is made up of four SMP (Symmetric Multi-processing Systems), two of them are dual processor with Intel Xeon 5420 quad-core processors and eight gigabytes RAM, and the remaining two are dual processor with AMD Opteron 2200 dual-core processors and four gigabytes RAM. Two networks interconnect the nodes: 1 Gb/s Ethernet and 20 Gb/s Infiniband (Flextronics switch and Mellanox MHGS18-XTC 4x interfaces).

All computers in the cluster run the Centos 5.3 operating system. Infiniband library installed is Mellanox Open Fabric Enterprise Distribution 1.4 for linux [15], and Sun’s cluster tools 8.1 [16] provides the MPI implementation. Programs are implemented in Fortran and compiled with Sun Studio Express [17], using Sun Sunperf library, which includes the BLAS (Basic Linear Algebra Subroutines) implementation from which the optimized matrix multiplication is used. OpenMP directives are used to take advantage of multiprocessing on each computer. More specifically, four threads are used on every computer in order to use the four cores available in the AMD based computers and four of the eight available in the Intel based computers. In this paper, as a first approach, the cluster will be used as a homogeneous cluster, i.e. as a cluster with four dual processor cluster, in which each processor is dual core, thus obtaining a total of 16 cores in the cluster. Issues such as heterogeneous computing power and workload balance will be out of the scope of this paper.

2.2 Algorithm Based on Broadcast Communications
A broadcast based parallel matrix multiplication algorithm was used in previous works [1] obtaining a speedup near the optimum one on clusters of multicore nodes. We have tested that multicore power is well exploited by the BLAS libraries used (Sun’s sunperf library), by only setting the number of threads, thus the accent is put on the distribution part of the algorithm. The algorithm is schematically described in Fig. 1 for four computers processing $C = A \times B$, where matrices $A$ and $C$ are distributed by row blocks and matrix $B$ is distributed by column blocks. Thus, every node in the cluster has a subset of $A$ and $C$ row blocks, and a subset of $B$ column blocks as shown in Fig. 1-a). There are as many $A$, $B$, and $C$ blocks as computers in the cluster. The algorithm follows a well defined sequence of $B$ block broadcasts, $B_i$, and $C$ partial computing on each node as shown in Fig. 1-b).

2.3 Algorithm Based on Point to Point Communications
Data distribution is similar to the previous one given that matrices $A$ and $C$ are also distributed by row blocks and $B$ is distributed by column blocks. However,
it is expected that the number of blocks per process is more than one, and block cyclic distribution is used as shown in Fig. 2-a) for 4 processes and 2 blocks per process. The number of blocks per process is a performance determined parameter, the natural starting value would be 2 (i.e. two blocks per process). Computing is determined in terms of the square blocks computed from each $A_i$ and $B_j$ blocks, i.e. $C_{i,j} = A_i \times B_j$ on each process, which has only the $A_i$ blocks and needs to receive most of the $B_j$ blocks from other process. Blocks $C_{i,j}$ are computed in “waves” as shown in Fig. 2-b) which defines a sequence of computing and, also, the corresponding send-receive messages, as defined in the wavefront pattern [2], where the computing advances from the upper left corner to the lower right corner according the pattern data distribution.

The sequence shown in Fig. 2-b) is given in terms of wave, from 0 to 14 for $A$ and $C$ matrices divided in 8 row blocks and $B$ matrix divided in 8 column blocks, which determines the $8 \times 8 C_{i,j}$ blocks shown in the figure. Headings in Fig. 2-b) show the processes containing the data needed for computing each $C_{i,j}$ block, and blocks in the same wave can be computed in parallel if they belong to different processes. There are 4 blocks being computed in parallel in most of the waves, i.e. in those waves containing 4 or more blocks. In the first wave (wave 0), $C_{0,0}$ is computed in process 0 with local data. In the next step (wave 1) processes 0 and 1 compute $C_{0,1}$ and $C_{1,0}$ respectively. Block $B_1$ has to be sent from process 1 to process 0 and block $B_0$ from process 0 to process 1. Next computing waves are similar, every processor related to the wave: a) send and receive $B$ blocks involved in the corresponding $C_{i,j}$, and b) the $C_{i,j}$ are effectively computed in parallel.
3 Experiments and Results

In the implementation of the above wavefront pattern, non-blocking messages were used in the sequence send-receive-wait until received-compute, allowing to overlap computing and communications. Table 1 shows the execution time for the broadcast and point to point algorithms, over Ethernet and Infiniband.

The point to point algorithm implies a performance penalty from 30% to 45% over the broadcast algorithm when the computers are interconnected by Ethernet. When the computers are interconnected by Infiniband, the performance penalty for the point to point algorithm is about 25%.

To see graphically the behavior of the messages in both algorithms, we use a tool for profiling and tracing MPI applications, Sun’s analyzer [18], that shows the trace of MPI messages. Fig. 3 shows a graphical sample for the broadcast algorithm and Fig. 4 shows a graphical sample for the point to point algorithm. Each row in the figures represent one of the four MPI processes, white (lighter) areas represent computing times of the application and light blue (darker) areas represent the time of the MPI routines. In both cases, the first two rows corre-
spond to Xeon based computers and the last two to Opteron based computers. The timing behavior is about the same in all the matrix sizes experimented.

Fig. 3. MPI Timing of Broadcast Algorithm Over Ethernet

In the first case, Fig. 3, it can be seen that the MPI broadcast routine takes long times in waiting the message finalization and synchronizing all processes. This fact is one of the motivations of this work: to make a better use of the communication time. The wavefront pattern implementation is shown in Fig. 4,
with many more but small light blue areas representing the communication time. The black lines between processes in Fig. 4 represent synchronizations. All the messages in the experiment are the same size, so the difference in the time among two messages, beyond a logical small difference are due to synchronization.

The wavefront parallel pattern acts like a pipeline [2] in the sense that both share the concepts of filling up and emptying the pipe. This behavior is exposed in the figure 4, but there are some other delay in the middle of the processing. What is the origin of these delays? The answer can be found by analyzing the sequence of the $C_{i,j}$ computing in each process.

Table 2 presents by column the message calls (send/receive) done by process. Each number in the body represents the processor that send / receive the message to / from the processor at the heading column, and the subindex represents the wave number in the wavefront sequence according to Fig. 2-b). For wave 0,
order to start working. This delay can be interpreted as a pipeline filling delay. The next time process 3 exchanges data (send - receive) with process 0 is at wave 7, but until that, process 0 has to complete six $C_{i,j}$ blocks and process 3 only three of them, generating another delay, in this case explicitly due to the wavefront pattern. Theses delays can be explained as computing dependency as opposed to data dependency, because they arise from the compute processing order.

An implementation technique is used for avoiding the delays implied by the wavefront pattern whitout changing the $C_{i,j}$ processing order. The basis for delay avoidance is to increase the number of non blocking send / receive calls in each computer. This was implemented by launching in each node a pair of non blocking send - receive for each of the other nodes in the cluster, and taking into account the tags launched and pending to be completed. With this new outline of data communications, the computing dependency delays are removed because more than one processor has pending communications, allowing to complete some of them while the others are awaiting. Table 3 exposes the times obtained in this variant, over Infiniband, for the point to point algorithm and compared with broadcast implementation. It can be seen that times are about the same for both algorithms, with some cases in which point to point is better.

**Table 3.** Execution times of both algorithms over Infiniband

<table>
<thead>
<tr>
<th>Matrix Size</th>
<th>PtP Infiniband (secs.)</th>
<th>Broadcast Infiniband (secs.)</th>
<th>PtP/Bcast. Infiniband</th>
</tr>
</thead>
<tbody>
<tr>
<td>2000</td>
<td>0.584</td>
<td>0.625</td>
<td>0.934</td>
</tr>
<tr>
<td>4000</td>
<td>1.993</td>
<td>2.001</td>
<td>0.996</td>
</tr>
<tr>
<td>8000</td>
<td>11.748</td>
<td>11.195</td>
<td>1.049</td>
</tr>
<tr>
<td>12000</td>
<td>36.852</td>
<td>35.880</td>
<td>1.027</td>
</tr>
</tbody>
</table>

4 Related Work

Matson et.al. [2] defines a parallel pattern for algorithms named “Geometric Decomposition Pattern” where data is decomposed according to updates in the computation order and cite as example a mesh-computation program. The wavefront pattern can be seen as a form of this pattern. In [2] it is mentioned that good results can be obtained if computation and communication can be overlapped but they do not provide any performance information about the application of the involved patterns.

A parallel programming wavefront pattern is well defined by Snir [3]. Data is distributed in a logical plane or space, and the computations start at an edge and advances in diagonal to the opposite edge like a wave. It is used to solve different kind of problems, like the ones in genetics, LU factorization and others, with good performance results in shared memory systems [4].
A recent work about dynamic task scheduling in the linear algebra domain [5] is oriented to maintain scalability in a tiled algorithm, where the tasks are assigned dynamically by a centralized task manager. In this work barriers are eliminated, data is distributed among processors in a 2D pattern, and synchronization and communication are done by two specialized threads put aside of computing. This work was done in the context of PLASMA (Parallel Linear Algebra for Scalable Multi-core Architectures) project [6] devoted to take advantage of the multicore features of the new processors.

Parallel tiled algorithms for matrix factorizations are well analyzed in [7]. The focus is on fine granularity and asynchronous computing inside multicore systems. A graph of task dependencies is used to launch tasks asynchronously. There are not possible extensions to distributed systems. Also in the tiled algorithms field, Drosinos and Kosiris [8] presents a work about parallelization of tiled algorithms on SMP clusters. A general kind of algorithms is considered. MPI is used as the communication library and OpenMP for task distribution in threads, suggesting several alternatives about a combined parallelization, focusing on load balance. Only Ethernet based results are given.

To the best of our knowledge, there are not works comparing relative efficiency for Ethernet and Infiniband based cluster algorithms. Most of them are oriented to evaluate the Infiniband implementation of the MPI library [9] [10] [11].

5 Conclusions and Further Work

The hypothesis presented is that the Infiniband architecture in a cluster allows to obtain results not expected by inefficiencies in an Ethernet based cluster under some communications patterns. By another side, the order in which individual tasks are computed must be suitable to the communication architecture. It could be determined that for the matrix multiplication problem in a small cluster of multicore nodes, based on an Infiniband network, to use an algorithm based on point to point communications is as good as, or in some cases better than the classic broadcast based algorithm. The order in which the computations are made must be adapted to the features of the Infiniband network. A wavefront-like order is valid but is not optimum because of the dependencies generated in the task computing order, so multiples non blocking pending send/receive operations must be launched in each processor to overcome the dependencies.

Pending to prove is the validity of these results under a cluster with more nodes. The MPI’s broadcast primitive implementation use tree based algorithms for distribute the messages over all the nodes. Large number of nodes in the cluster allow to expect the confirmation of the conclusions.

Open to study is the validation of the present conclusions in algorithms where the data dependency is stronger, like those in matrix factorization algorithms, such as LU, QR and Cholesky methods, where real dependencies must be maintained. The parallel implementation of these algorithms are traditionally based on collective communications, although they are good examples for using point
to point messages due the nature of its computations. Also open is the existence of better scheduling policies that improve the results obtained.
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